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The American Institute of Acmnautics  and
Astronautics (AI AA) has undertaken an important
ncw standards initiative in the area of spacecraft
Guidance, Navigation and Control (GN&C) subsystcm
interfaces. The central ohjcctivc  of this effort is to
establish standards that will J)romotc plug and play
compatibility of major GN&C components, thus
cnab]ing  substantially lower spacecraft
dCVC]OJ>lllCIlt COStS. The standardization targets arc
specifically limited to interfaces only, including
information (i. e., data and signal), powcI’,
mechanical, thermal and environmental interfaces
between various GN&C components and bctwccn
GN&C subsystems and other subsystems. “Ilc
current emphasis is on infor]oation  interfaces
bctwccn  various hardware elements (e. g., bctwccn
star trackers and flight computers). The paper will
dcscribc  the program in dctai J, including, the
mechanics and schedule. It will then focus on the
icchnica  J J>rogrcss made to date.
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IN’1’I{OI)[JC’I’ION

. . . .

in lhc life cycle of any industry, early cffor[s  alc charac[criy,cd  by
bold yc[ disconnected dcvcloprncnts  led by onc or a small group of
organ i~,ations. As the industry evolves, certain [ypcs of clcmcnts  and
a basic approach become widespread, but the organizations invo]vcd
tend to pcrpctuatc  Lhc unique attributes of their products. “1’his
ctiscouragcs  cross fcrtili7,ation, limiting innovation, and keeps costs
relatively high, limiting markets. An, cffcctivc  stagnation point is
of[cn rcachcd. The spacecraft indu’ .ry is at such a juncture.

in the case of spacecraft activities, in particular, traditional funding
sources have bccomc intolerant of large budgets. ‘l’his is (rue in all
sectors of the spacecraft community.

in civil space, for example, the l’luto l;xprcss  mission is being
planned at $400M, the MESLJR Pathfinder mission [o Mars is planned
at $ 150M, and the dominant trend wittlin NASA is toward Discovery
class missions at $150 and Small Exp]orcr  class missions at $35M. By
way of comparison, budgets for flagship planetary missions once
Cxcccdcd $1 B. This trend began in t c late sixties when the U.S.
Succcssful]y  l a n d e d  lllCll On t;;c 1110~ :1, was amptificd  greatly during
the recessions of the seventy’s and cis,hty’s, and has bccomc  industry
thrcatcnillg  with the cnd of the cold war. The LJ. S. public ancl
congress now have little  appetite or to]crance  for large space
cxpcnditurcs (SCC, c.~., Ref. 1 ) as is evident from the multiple resets
and continuous decline of support for the Space Station.

in commercial space, there is a major drive towards smaller
satc]]itcs,  faster devc]opmcnt  cyc]cs and lower spacecraft costs. This
is cxcmplificd  by the so called “l~ig LI~O” space based
tclcco~lllll~lllicatio]l systems. In order to orbit large satellite
networks, the systcm integration and test spans arc being rcduccd
below 2 months, with the total cost for each spacecraft being ICSS
than $25;d. Th ; is a significant reduction for systems that have
generally cost bctwccn  $1 OOM and $1 SOM, with a 9 month
integration and test span. The cost p] cssurc  on sJ~acc based
tclccoll~ll~[lllicatiol~ systems in particular is fueled in J>art by ficrcc
compcti  tion from, for example, terrestrial fiber optical
communica t ion  systcm  dcvclopcrs.
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‘1’hc dcfcnsc  space community is by no means immune to cost
pl”cssurcs. l;or example, the Clementinc  mission was rcccntly  flown
for a total cost of about $ 1 5 0 M  ( i n c l u d i n g  aboul $80M worth of
inherited equipment) after ] 8 months Of dCVC]OplllCIlf. This
contrasls with missions like Global Positioning Systcm (GPS), Milstar
and l>S1) which were cicvclopcd in 5 to 6 years at costs bc[wccn ().5]3
10 $213. ~’hc future is typificcl by J)rograms such as lhc Tactical
S u p p o r t  Satclli[c  (TSS) and IntcSratcd  Space ‘1’cchnolo,gy Iilight (IST1)
which arc intcndccl to bc clcvclopcci over 3 year periods for costs
bctwccn  $250M to $500M for 4 to 5 satellite block buys.

The  dcvclopmcnt of acccptcd  standards,  especial ly intcrfacc
standards, has often proven to bc the catalyst nccdcd to ovcrcomc
these kinds of dcvclopmcntal  dcad]ocks  and economic difficu]tics,
encouraging the resumption of accclcratcd  pmgrcss and opening up
markets by allc)wing lower costs. This has been demonstrated in
such industries as radio, television, high-fi,  tcl(:col~lr~~LI  J~icatiolls,
micro-computers and, most rcccntly,  fax (see, e.g., Ref. 2) . lntcrfacc
standards also make it convenient to dccomposc  a systcm design
problcm  into WCI1 defined c]cmcnts,  giving rise 10 ncw business
opportunities, especially for small to mid sire companies. Given the
spacecraft industry’s current difficu]tics, the benefits of
standardization would appear io bc essential.

The appropriate epoch for standardization within an industry is
when that industry is mature, when the space of available design
options and con~poncnts is rich, and when the base of cxpcricnccs  is
extensive. in this sense also, the spacecraft industry is at an ideal
point for the formulation of cffcctivc  standards.

To address this important need, The American lnstitutc of
Aeronautics and Astronautics (AIAA)  has undertaken a ncw
standards initiative in the area of spacecraft Guidance, Navigation.
and Control (CJN&C) subsystcm  interfaces. The central objcctivc  of
this effort is to cs!ablish  standards that will promote
intcrchangcabi]ity of major GN&C components, thus enabling lower
spacecraft dcvclopmcnt  cost. The standardization targets arc
specifically limited to interfaces only, including information (i.e., data
and signal), power, mechanical, thermal and environmental
in te r faces  bctwccn  various GN&C colnponcnts  and bctwccn  GN&C
subsystems and other subsystems. Adoption of particular hardware
solutions, as was attempted in the NASA Standarci Component
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program of the seventies, is spccifical]y  not part of the objcctivc.
Moreover, a special effort is being made to forJnulatc  the standards
in such a way that they do Jlot constl ain technology dCVCIOpINCJlt.

The program scope encompasses spacecraft digila] c]cctronics buses
and bus protocols, systcm architccturcs, computer, sensor and
ac[uator intcrfaccs, Software in[crfaccs,  cabling, Connectors, power
rcquircmcn[s, thermal control intcrfaccs, mechanical intcrfaccs, form
factors, materials, packaging, shic]dinf:, and sI>acccraft-gr(JllJl(i
SyS(CJll interfaces.

The succcss  of the program will bc measured by the cxtcJ~t to which,
within [hc next three to five years, sp:lcccraft  GN&C subsystem
designers can choose plug and play compatible harciwarc and
software from a variety of vendors, expend little or no effort
specifying the interfaces having confidence tha[ al] the interfaces will
bc compatible, and integrate and test the subsystcm  quickly and
easily. At the same time, SLJCCCSS  wi]]  mean the introduction of ncw
products, reflecting innovation, and oficrcd at lower cost.

Support for the initiative is widespread, wilh active participation
from inclustry (Hughes, Lockhccd.  Boeing, Martin Marietta,
]+oJlcywc]], Microcosm, Acro Astro. lth~to),  NASA (GSI;C, JPI., JSC) and
the DoD (ARPA, APL, Acmspacc  Corp., Air l;orcc). Responsibility for
the coordination of the activity lies wit]] AIAA’s GN&C Committee oJl
Standards (CoS).

The initiative is being carried out according the general procedures
outlined in Ref. 3. These procedures arc approved by the American
National Standards lnstitutc ‘(ANSI), and indeed it
the documents produced through the program will
cndorscmcnt. Elndorscmcnt  by  the  IJitcrnational
Organization (1S0) will bc pursued concurrcn[ly.

is cxpcctcd  that
rcccivc  ANSI

Standards

The committcc’s  approach inclu(ics coordinating closely with related
activities being carried out by the Institute of Electrical and
lilcctronics Iinginccrs  (IEEE), the Society of Automotive Engineers
(SAl~), the Consu]tativc  Committee on Space Ilata Systems (CCSDS),  the
Strategic Avionics Tcchno]ogy  Working Group (SATWG)  and other
groups COJICCrJICd  with space systcm standards. ~’hc coIllnlittcc
focuses on the unique requirements of spacecraft GN&C components
(e.g., star trackers and reaction wheels), exploiting the products of



o[hcr  organ iz, atiorls where appropria[c. ‘]’]Ic ~~nlnlj[(cc’s c u r r e n t
Cmphasis is on in format ion  i]~[crfa(tcs bclwccn  hardware  clcmcnts.

A program sclicclu]c covering [hc first four years of what is cxpcc[cd
to evolve into an ongoing cffor[ is shown in l;igurc 1.

The SChCCiU]Creflects (1)c goal of pub]ica[ioll of onc or more AIAA standards
publicatio]ls  (i.e., G u i d e .  Rccon~rncIldcd l)r:icticc or S[andar(i
docu IIIcIlts)  011 roughly two year ‘cnlcrs. Slandards  will bcI“cvjcwcd, and if appropriate r, vised, within five years of publicatioll
in accorda]lcc  with AIAA procedures (Ref. 3).

T h e  schcdulc  incluc]csa period of candidate standards testing at user facilities for each ncw

docunlcnt.
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The s(andards  committcc  is comprised of volunteers from a broad
cross section of directly and materially affcctcd  intcrcs[  groups,
incluclins commercial GN&C systc.m devclopm, NASA, DoD and GN&C
componcn(  supp]icrs. The submission of standards for evaluation, as
W C]] as the provision of test facilities and personnel, is also
voluntary. AIAA provides clerical and administrative support, and
suppor(  for publications, meet ings  an(l pronlotiol].

1’ROGRIES TO DATE’

The committcc  has had five meetings (as of the date of the 1995
Keystone Confcrcncc)  since the initiative was launched in August of
1993, onc of which was a public meeting conducted as a workshop
(SCC l:igurc  1) . It was dccidcd at the first meeting that the
committcc  shou]d limit its initial scope, as a pathfinder, to
information interfaces bctwccn  major hardware clcmcnls  (Ref. 4).
Scope expansions, to include more of the total intcrfacc  problcm  (e.g.,
clcctrica]  and mechanical intcrfaccs,  etc.), will occur as cxpcricncc  is
gained and as appropriate experts arc added to {hc committcc.
These expansions will bc ta~~n p by dcdicatcd  subcommittees
formcci for the purpose. The following is a brief summary of the
information intcrfacc  standard in its current form.

The basic architecture of the avionics shall bc open, allowing the
possible combination of multlp]c  intcrfacc types from a variety of
suppliers in order to accommodate optimized solutions for particular
applications (Ref. 5). The genera] ft amework is dcpictcd  in Figure  2.

The architecture allows a parallel back plane to support, for example,
high speed direct transfers bctwc.cn processors and Incnlory or
peripheral devices. The parallel back p]anc will itself be one of a few
(perhaps  jus t  one)  rccomtncndcd  industry stanclards. Futurebus+-,
which is currently being defined by the II~El~ and which will
spccifical]y  include a spa~ c profile (Rcfs. 6-8), is being considered as
t h e  onc rccolnmcndcd s[andard.

The architecture also allows a serial cable bus, a local area network
(1. AN) and point-to-point interconnections, inc]uciing point-to-point
serial digital links and both analog and bi-level discrctc  links. The
stanclard specifics that all GN&C peripheral dcviccs  (i.e., sensors and
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actua[ors)  communica{c  with [hc processor  that bests the CJN&C
application so flwarc  [hrough (hc serial cable. bus. Moreover, [hc
standard specifics [hat all the in fornlation  traffic to and from each
pcriphcra]  dcvicc, i n c l u d i n g  hca]th and status dtita, bc multi p]cxc(j

and transfcrrcci over the serial cable bus. The SAIi’s fiber optic AS-
1773 (Ref. 9), which is a dual rate (i.e., 1 and 20 Mbps) outgrow[h  of
the IIcpartmcnt  of l>cfcnsc’s fiber optic MI I,-S”I’1>-  1773 (Ref. 10), is
being strongly favorcct for specification as the serial cable bus for
(his standard. NOIC that although tl~c architecture allows point-  [o-
l)oint il~tcrc{~lll)cctit)l~s, t h e s e  arc fiisc~uragcd,  and t h e  stall{iard
provides no specific gui(iance on their il~lplcl~]crltatior].

GN&C  Host Cornputcr  System

Backplane
(one unique standard or
one of many accepted

standards)

Interface card (provided by host
computer vendor, peripheral device ssor ca rci
manufacturer or third party)

—“
——

~Neral$z+ ~

Point-to-point iterconrwction Spacecraft LAN (could be the
., same as the serial cable bus

intedace,  or 6. {Utog Cna[lf)ek,  or used for GN&C  peripheral
devices)

Serial  cable bus (AS-1773

currently being considered
for specific recommendation).—

. . . .,,Ji,:. . ,.
.. . .. ,

Peripheral
GN&C

device
peripheral
device

interface
(providecl  by —

manufacturer)

T}lc I.AN allows multiple subsystems
to conveniently cxchangc  information.
particular I.AN or I.AN’s to specify for
been considered.

on physically large spacccraf[
The question of which

GN&C applications has not yet

7



Notice  that the archi[ccture  automatically allows a GN&C subsys
to bc accessed through a wide area network (WAN) that may
encompass multiple spacccraf[  and ground terminals (e.g., as in
I r id ium or  Tclcdcsic  sys tems  [l<cfs. 11, 12]). 3’hat is, the GN&.~
subsyslcm could  intcrfacc with a  sJ>acccraft tclcc{)llllll~lllica[ioll

cm

hc

subsys[cm  that includes a WAN terminal [hmugh either the I. AN, the
serial cable bus, or a discrc(c link, [ht~ugh again the latter is
discouraged.

A survey of typical GN&C p~>riphcral dcviccs  rcvcalcd  that some, like
star trackers, arc gcncral]y  sophisticated enough to accommodate a
serial cable bus intcrfacc  with minimal impact on [heir cost, mass,
volume or power rcquircmcnts. lndccd,  some manufacturers of such
components already offer thcm with MI I.-STI)-I  553 intcrfaccs,
whose protocol is identical to that of AS-1773. on the other hand,
others, like sun sensors, arc intrinsically of such simplicity that the
introduction of a serial cable bus intcrfacc  rcprcscnts a substantial
n c w  a(idition, There.fore, full compliance with the standard is
cxpcctcd  to take longer for some types of dcviccs  than others.
However, considering the cost impact of the serial cable bus decision
at the overall systcm level, the proposed slandard  is clearly
beneficial, bccausc  the systcm ~cvcl savings far outweigh the
a n t i c i p a t e d  COS[ incrcasc of pc~iphcra]s.

I/or each specific type of GN&C pcripl~cral device, the standard
provides a definition of the information content, format, timing, and,
where applicable, the order. It also plovidcs  a definition of the
clcvicc lcvc] protocol (as opposed to the bus protocol), and the
command, mcasurcmcnt,  parameter and status dictionaries for each
device type. A partial list of the dcviccs  covcrccl to elate is shown in
Table 1. For brevity, the definitions are not included in this paper.
However, they will bc pubicizcd  at the confcrcncc,  as they appear at
that time, within a preliminary draft of the complctc  standard.
Working  dcfini[ions  arc given in Rcfs. 13 and 14.

A generic rcprcscntation  of the flow of information in a GN&C system
is shown in l;igurc 3. Under the proposed standard, t}lc
manufacturer of a GN&C sensor or actuator will bc free to choose the
ICVCI at which to define the information intcrfacc  to their dcvicc
based on the market they arc targctinf:  and the cxpcctcd
profitability of that lCVC1 for their particular product. This makes it
possib]c  for ncw types of dcviccs, with either higllcr or lower lCVCI

8



data products or capabilities to be introduced at a later time within
the genera] framework of the intcrfa{:c standard. l{owcvcr,  the
standarcl defines the interface at onc particular rccommcnclcd  level
rcficcting the current state of [he art and a reasonable projection  of
near term future developments. As ]~cr AIAA guidelines, the
stanc]ar(i will reviewed and updated at least once every five years in
order to keep pace with technology ancl market  trends.

‘System developers faced with the task of integrating noncompliant
peripheral devices will be a(iviscd to accomplish this though an
adapter that is itself compliant with lhe standard. Third party
vendors will be encouraged to offer such adap[crs  for Jmpular non-
conlJ31ianl peripherals. Moreover, the AIAA GN4i C COS is prepared to
commission the clcvc]opmcnt of Recommcnclcd  Practice documents
(l{cf. 3), to clcfinc low level interface rccol~~~]~cl~(latiolls  (e.g., voltages,
impcdanccs, connectors, etc. ) for SUCI1 components.

Table 1. Hardware Elements (ovcrccl  to Date

Star Sensors
Sun Sensors
Horizc)n Sensors
Gyros
GlobaJ Positioning, Systcm Receivers
Magnetometers
Magnetic Torqws

Thrusters
Reaction/Momentun~ Wheels
Control Moment [iyros
Gimbals

RA’I’1ONALE FOR CHOICE OF AS-1773

The AS-1773 bus obviously plays a pivotal role in the proposed
interface standard. It provides both the physical layer and elements
of the clata link layer of the peripheral device interconnections
according to Open S ystcm Interconnect (0S1 ) terminology (see, e.g.,
Ref. 1 5). As such, a few words about the rationale for its selection
arc i n order.
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hus offers the benefits of bothAS-1773 is a multiplex dala bus. It
multiplexed point-to-point interconnections (namely, less cabling,
and fewer  physical interfaces to specify, design, build, integrate and
test) and
hardware,
illustrated

. .
of a bus architecture (fewer sets of communication
even compared with point-to-point links). This is
in Figure 4.

773 bus in particular employs a fiber-optic physical
This immediately makes a higher communication

The AS-]
channel.
bandwidth possible (20 Mbps compared to, e.g., 1 Mbps for the
electrical M1l.-STD-1 55313), and provides a grow[h path to much
higher bandwidths (see, e.g., Ref. 16). It also virtually eliminates the
problem of electromagnetic intcrfcrcncc/cl cctromagnctic
compatibility (EMI/EMC). in addition, AS-1773 has a relatively low
mass and low power requirements (compared to MI I.-STD-1 553),
and offers intrinsic isolation between components.

l~inal]y, the AS- 1773 bus is generally implemented with a star
topology. As shown in Figure 5, this topology is optimal with respect

1 0



to n u m b e r  of tap sp]iccs, and is ncar]y c)ptimal with respect to
number of in-situ conncctiol~s required.

lnci(icntal]y, [hc 1 Mbps MI I,- STD- 1773 data bus has a]rcady been
flown by the {;mldard Space  IJlight (Icn[cr on its SAMPIiX spacccrnf[,
and hardware for [hc dual rate AS- 1773 has already been
dcvclopcd.

(  P r o c e s s i n g  )

(!!!?’
Element

10

m “

Peripheral
Device n

c&
Peripteral
Device 1 Peripheral

[)evice  2

Central
Processing

Element

0

Per,t er:
Deviw n

BUS Archi!ectrm

w
~(m, +li) Interfaces

?n Half Duplex Interfaces 2(n+l ) Half Duplex Interfaces
or n Full Duplex Interfaces or n+ 1 Full Duplex Interfaces

i = l

2n Sets of Comnwnication n+ 1 Sets of Communication
Hardware Hardware

~ Information Channel (Not Necessarily physicaf Channel)
Physical Channels can be Halt or Full Duplex

Figure 4. Basic Information Architccturcs

TIMING

Accurate timing and synchronization of critical GN&C functions will
be ensured by broadcasting a timing announcement followed by a
timing mark over the AS-1 773 bus. 1( is envisioned t}~at the central
processing clcmcnt, W]lich Wi]] bc the non~inal bus  l~~astcr, wi]t h a v e
access to a sufficiently accurate rcfcrcj)cc clock for this purpose.
‘1’iming and synchronix,ation accuracy’s of bet tcr than 1 p scc arc
cxpcctcd to be achicvab]c  through this method.
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I;igurc 5. Fiber-optic Bus ‘1’oJ]ologics

l~uILIrw  work will focus, in part, on finalizing the definitions of the
input  and output  information content, format, timing, and order for
each of the GN&C peripheral dcviccs  identified as principal
components, and on defining the. dcvicc  ICVC1 protocol and the
command, mcasurcm”cnt,  parameter and status dictionaries for each
o f  II1OSC dcviccs. As reported above, this work has already started
for many of the important GN&,C pcriphcra]s.  Indeed, in some cases,
work has begun on dcviccs  not currently marketed commercially
(e.g., magnetic torqucr  systcm). Work on the in~J~ortant  topic of
cabling and connectors is just getting s[artcd. As hewn in Figure 1,
the committcc  plans to bc ready for public balloting on the
information intcrfacc  standard by July 1, 1995, and plans to release
that document by January 1, 1996.
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An overview of AIAA’s GN&.C interface standard initiative has been
presented, ancl the current status of the effort has been described.
I’ublication  of the first rccon]mcnctcd standard, which will cover
information interfaces between major hardware elements is
scheduled for January 1, 1996. As with all voluntary standards,
one will be the product of a broad cross section of materially
interested parlics, and will rcprcscllt  substantial agreement with
the community it serves. This paper is presented in a continuing

his

n

effort to keep the public informed about the ac[ivitics  of the GN&C
standards committee, and to invite active participation in the
dcvclopmcnt of its products.

lixpansions of [he committee’s scope only await the cmcrgcncc  of
interested volunteers. The possibility of interface standards for
GN&C software (e.g., between GN&C applications and each other,
between GN&C applications and the host computer operating system,
between GN&C applications and hardware drivers, and between
llardwarc  drivers and }lardware)  appears of be virgin yet
particularly fcrlilc  groun(i. With the advent  of automatic code
generators, the time for such standards scc.ms ligh[. Other important
areas awaiting volunteers to address them arc the. mechanical,
c]cctrical, thermal and environmental interfaces of GN&C
components, and the interface between  the spacecraft CJN&C system
and ground  resources. ]ntcrestcd  individuals arc urged to contact
the authors.
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